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1 Introduction lational motion will be presented. Areas of application for the
roposed methodology can be categorizedi agroduct develop-

Recent developments in both computer hardware and softw nt: auto body design, surface finish, design for assembly, qual-

have enabled virtual realiivR) technqlogy to _becom_e a power-, control, performance testing, and ergonomic analysis @nd
ful product development and analysis tool in engineering. V

- . i st moving object design: high-speed impact tests, bullet-proof
technology has been utilized frequently in product testing, perfolg-Oduct development, anti-air weapon systems development, high-
mance analysis, consumer research, and collaborative product% ' '

- ; 2ed machining, molecular modeling, air/fluid modeling, com-
velopment areas. Current trends indicate that in the near future fha . games, movie industries, etc.

application area of VR will increase significantly. The major ad- 1o haper is organized as follows. Section 2 summarizes earlier
vantage of VR technology over traditional simulation techniqu&gqrks in collision detection. The methodology is then described in
is its potential to simulate both usefsuch as a customer or agges. 3 and 4 whereby Sec. 3 addresses problem formulation
designerand products in a common interactive environment. Thighile Sec. 4 elaborates on the solution methodology. The fast,
virtual encounter is becoming much more powerful and realistjgierframe collision problem is explained in Sec. 5. In Sec. 6,

with the availability of advanced collision detection algorithmsexperimental results are presented. Lastly, concluding remarks are
data-gloves and haptic devices that are essential in order to R&vided in Sec. 7.

form basic VR functionalities such as touching, grabbing, feeling

the surface of product, etc. Although extensive scientific work  Previous Work
focusing on the problem of exact collision detection between vir-
tual objects exists, the possibility of collision between fast movin
objects has been mostly ignored. For instance, machining ope

Collision detection is a problem experienced in robotics, VR
ﬁ:'sed product development and testing, interactive design, and

tions such as robots with high-speed cutters, the modeling %n er computer graphics applications. In computer graphics, em-

. . o o asis is placed on determining algorithms that can detect colli-
chemical reactions and air-flow for ventilation systems, and tri)ei)on in the presence of physical-based simulations, where motion

use of asers in medical surgeries involve lots of high-speed g'subject to dynamic constraints or external forces and cannot
tivities. Military equipment such as bullets, missiles, and rocke

are also fast moving objects. Creating interactive animations i\p ically be expressed as a closed-form function of fjiheg]. In

. . X i . e context of computer graphics, a gain in the speed of solution
these objects in VR simulations necessitates the use of Ia%?the collision problem directly translates into the size of scene

_traveling-steps_ l:getween conse_cqtive fra_m_es that frgquently CaWEt can be effectively managed in a software system where col-
interframe collisions. Most existing collision detection methOdﬁsion detection is necessary. It is important to note that for a
fail to detect collisions between two consecutive frames. In th mplex scene, a very Iarge. numb@undreds of thousands to

article, a real-time collision detection methodology between a paifijions) of collision checks should be performed every second.

of convex polyhedral objects undergoing fast rotational and tranR[so, an ideal collision detection algorithm is the one that works

universally well in a robust manner and under a wide variety of
* oy . .
To whom correspondence should be addressed. conditions—varying speeds of object movements between frames,
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In order to develop efficient implementations for complex
scenes, almost all of the collision detection approaches use a hi-
erarchy of bounding volumg®—4]. The bounding volumes, with
simpler features, are used as a preliminary test for collisions. The
absence of bounding volume collisions guarantees the absence of
collision between corresponding objects and it is thus used to
significantly reduce the number of features in the objects that are
to be checked, especially if the objects are not close to each other.
Choices of the bounding volume have often been the axis-aligned
bounding boxe$AABBS) [5,6], the oriented bounding box¢g],
sphereq6,8], cones[4], s-boundq9], and k-discrete orientation
polytopes[10]. The reason for implementing simpler bounding Fig. 1 Collision is missed due to large time steps
volumes is that in these cases the collision computation can be
performed in constant time.1]. In addition, it is often possible to fastest reported version known as SOL(Boftware Library for
efficiently transform these volumes as an object rotates and transterference Detectionwas developed19,20. Eventually, in
lates. While the use of bounding volumes is essential to speed 2¢00, Ehmann and Lif21] introduced their new product, called
the computational times for collision checks when objects are f8WIFT, which has proven to be the fastest algorithm the authors
apart, the algorithms such as the Lin and Cafir®) [12] closest of this report have worked with so far. Although Luciano et al.
feature algorithm or the Gilbert, Johnson, and Kee(@iK) [13] [22] have indicated that SWIFT is unstable under certain condi-
algorithm are needed when the objects are sufficiently close fiwns, it is still the fastest collision detection algorithm reported up
the bounding volumes to declare collision. to date.

The LC closest feature algorithm takes advantage of temporalThe state-of-the-art collision detection algorithms we reviewed
coherence—the closest featuléaces, edges, or verticeshange in this paper ignore the possibility of interframe collision. Inter-
infrequently since the convex polyhedrons do not move swiftlirame collision is, however, a likely scenario to occur when fast-
along finely discretized paths. A candidate pair of features, ongving objects such as missiles, bullets, and spacecrafts are in the
from each polyhedron, is determined based on Voronoi regiossene or when high-speed machining or air/fluid flow modeling
and whether closest points lie on these features. This is a local t&st in consideration. Figure 1 illustrates an interframe collision in
involving only neighboring features of the current candidate fe&wo-dimensional2D) display. Xavier[23] modified the GJK al-
tures. If the test fails, the neighboring feature of one or both cagerithm to efficiently calculate the exact distances between ob-
didates is tried and the test is repeated. With some preprocessjrgis when translational and rotational step-size were large. Xavier
the algorithm can guarantee that every feature has a constant ngambines the vertices of an object in two consecutive time frames
ber of neighboring features. The GJK algorithm applies an iterte generate a new convex object with twice the number of vertices
tive procedure to the Minkowski difference of the convex objectsom the original object. In his model problem size is increased by
for which collision is being detected. a factor of 2. Redon et a24] address fast continuous collisions.

Applying the LC algorithm, Cohen et gl11] utilized the tem- Their work is based on the integration of interval arithmetic and
poral coherence assumption to speed up collision detection fgiented bounding boxes. In their algorithm, first the collision is
complex scenes to develop a popular package known @gtermined, then the exact time and location of the interframe
I-COLLIDE. The underlying assumption is that the time steps aollision is found. Determining the location and the time of exact
small enough so that objects do not travel large distances betw&eHision is a backward simulation.
frames. Using the temporal coherence assumption, they reduce&imilar to the Xavier’s case, the mathematical programming

the O(n?) possible interaction af simultaneously moving objects @PProach introduced in this paper addresses high speed, inter-
to O(n+m), wherem is the number of objects for which the frame collision situations with minimal modification. We also in-

AABBSs of objects overlap. troduce a number of heuristics to increase the efficiency of the

Multi-resolution modeling techniques have also been impldlterframe collision detection. ) , ]
mented for complex scene databases, such as model simplifical N€ possibility of using mathematical programming techniques
tion, in order to compute bounding volume hierarcHig4]. The for detectlng collision in computer graplhlcs has been known for
main idea in multi-resolution hierarchy is to compute and utilize §0Me time. Although the works by Megidd@5] and Seide(26]

correspondence between the original model and the simplifige_ not address collision detection problems directly, their formu-
one. lations helped researchers to correlate the linear programming and
Recently, Ong and GilbeftL5,16 used the closest feature con-collision detection problem. However, in the existing literature

cept to develop more efficient implementations of the GJK algd€S€ techniques are judged to be too inefficient for them to be

rithm. Regarding motion path planning with only two objectstSeful for real-time computer graphi¢2,27,28. In the experi-

they reported results similar to those obtained by the LC algorithfi€nts conducted by the authors of this report, creative formula-
when motion paths did not collide and high temporal coherend@n Of the collision problem are strengthened by efficient imple-

existed. Also, a factor between two and ten times of improvemefientation using fundamental understanding of mathematical
when temporal coherence is low was indicated. Mirfitfi] com- Programming techniques and, consequently, promise to provide an

h Y : alternative to solving collision detection problems. In terms of
pared his Voronoi-cligV-Clip) algorithm(based on LC approath %)eed and robustness, the linear programmilg) based ap-

to the LC algorithm, Cameron’s Enhanced GJK algorithm and h ; L X

V-Clip algorithm for single pairs of objects. In Mirtich&L7] re- proach for detecting collision among convex objects was found to
search, only floating point comparison was reported and no coﬁﬁrflorgnmafoaggq_ll{ﬁtez as Sl?me ofbthe g%pu(l:%%techp;gueslptr%w-
putational time comparisons are provided. Mirtich observes, hows >y €MPIOy€d. These results aré based on compact formulations
ever, that the edge-face and face-face collisions are two of tﬂfethe problem coupled with amethodol_ogy that effectively imple-
most problematic cases in the LC algorithm and that they accoull iggsl a?oLErt?gLv%:" J]Zerer?éférﬁyéﬁmgna%agaggnggéﬁ tzz(?_
for the greater part of the coding complexity and cycling problem::geasep P P ’ y
present. In the V-Clip algorithm, the edge-face case is simplifie :
and the face-face problem is eliminated. Mirtich also emphasizgs Probl = |ati
that there are robustness problems in the LC algorithm, the V-Ch roblem Formulation

algorithm and the Enhanced GJK algorithm. A fast and more ro- In a virtual model, the objects are available in common formats

bust version of GJK, Enhanced GJK 8], was implemented. The such aswrl, obj, dxf, iv, stl, flt and others. In all of these
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roughly equivalent formats, each object offers information about ny ny
faces, vertices, vertefor face normals, materials, and textures. Up=— ( 2 Vja’j_z Wjﬁj) (6)
Hence, we assume that a list of vertices is given and the convex =1 =1
hull of the given vertices describes an object under considerati(f_r}
In our modeling we use two virtual objects, or polytopes, called
P, andP,. For multiple objects, multiple pairwise collision de- w=maxabs(u)} @)
tection tests are conducted.

The conceptual basis for the collision detection is to construciTdis is the coefficient in the objective function of the primal
convex hull using the vertices of the each object and to repres@ngdel.

nally, let

the collision as the intersection of convex hulls. Bgtbe a poly- In the following two sections we introduce the formulation of
top whose vertices arg wherei={1, ... n,} andP, be a poly- primal and dual models that are simultaneously solved by the
top whose vertices ane; wherej={1, ... n,} The terms poly- interior-point algorithm will be introduced.

tope and object will be used interchangeably throughout the papery
Detecting if polytoped?; andP,, intersect is possible by deter- "

mining if there exists a set of non-negative weighasfor the

vertices ofP, and g for the vertices ofP, that satisfies the fol-

1 Primal Model. It is essential to establish a linear pro-
gram whose solution can detectRf, and P, are colliding. This
model is referred to as the primal model and is given as follows:

lowing equations: min we (8a)
! N2 S.t.
JZ:LV]CYJ_JZL WJBJZO (1) ny n,
N j=1 j=1
_21 = ) o
=
> a=1 (&)
n; j=1
2, Bi=1 ©) ,
=
_ _ _ > Bi=1 (8d)
Equation(1) applies to each of thg, y, andz coordinates of the =1
vertlce.s forP, and P,. These are represented as indicated here 0=0: a=0: B =0 (&)
below: j i
« 1 . 2 wherea and g are the primal decision variables.
vj le Wi ij In the above linear programming model we have five equations,
V= ol [=|Yil, W= w =1 Yj and V three from each of the three coordinates of the vertices, and the
sz zjl sz ij remaining two ensuring that the weights in the convex hull repre-

sentation sum to 1 for each object. The intersection of these two
=[vy - Vool W=[wy -0 wpg] sets is nonempty when there is a collision; otherwise it is an

empty set. Accordingly, when the two objects collide, the primal

Furthermore, the sum of weights for the combination of verticeg, e has an optimal objective value 0, since in this case we have
of each object must equal to one, thereby resulting in Ejsand found a set of weights foP, and P, satisfying the Eq.(8a).

). Otherwise, the optimal objective value of the primal model is
The values of the weights are unknown whereas the Vertgﬁésiti\\/,\g. ' Pl jective val pr !

coordinates are known. Since convex equations corresponding 1§-ne methodology employed to solve the primal model is based
both objects are considered simultaneously in Ea5-(3), the primal-dual interior-point algorithms for solving linear pro-
existence of a feasible solution indicates the presence of at le ms[29,30. For accurate implementations of the interior-point
one common point on the two objects. This indicates a touch or gpyithms, a positive feasible interior solution of the linear pro-
overlap signifying that a collision has occurred for the objecéram being solvedEq. (4)] is required. In this situationy repre-

scene corresponding to that particular time frame. . sents the vector joining the equally weightedehtef points of
For noncollision situations, Eq1) is not satisfied. To sustain the two objects.

the feasibility, an artificial variablep, with coefficientu added to For simplicity let us denote the primal constraint matrix at a

Eq. (1) whereu represents the coordinates of distance betweerbf\l,en time framet by the following shorthand notation:
point that is guaranteed to belong Ry and another point that is

guaranteed to belong 1®,. ol vﬁl —wE _Wﬁz U
n n
1 e 1M oY e vl —wY e =W WY
U=(—E Wj)—(—z Vj) 4) : " ! "
N2j=1 nij=1 A= 2 .. vﬁl —wi e _Wﬁz u? 9)
Thus adding the Eq4) to Eq. (1), we obtain a convex hull equa- 1 - 1 0 0 0
tion, Eq.(5), which is always feasiblérrespective of collision or 0 - 0 1 1 0
noncollision: L i
ny n, or A is written in block matrix form as shown here:
j=1 j=1 A=
I, 1, z

There is onau value for the each of the coordinates y and ).
Equation(5) is always satisfied: WheR, andP, overlap, then Where

ue=0 and Eq.(5) becomes similar to the E¢l). WhenP; and 1 1 0 - 0

P, are not overlapping, theng becomes positive to enable the | [,= and z= 0}
following such that Eq(5) is still satisfied: 0 o) %1 - 1 oy
50 / Vol. 5, MARCH 2005 Transactions of the ASME
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For simplicity superscriptx, y, and z are removed from our 4
notations for the remainder of the paper. Let us now denote the
primal decision variable vector at a given timas follows:

Y=las ~ an, Br -~ Bn, ¢] (10)

If we replace the Eqg9) and(10) in the Eq.(8), the primal model
at a given timet becomes as shown here:

min w o (11a)
s.t.
Ay=b (11b) "
v=0 (1) Fig. 2 Early collision determination using virtual plane

mined from the constan$, which is the maximum absolute value

T -
whereb”=[000 1 1] (T indicates the transpose mong allx, y, z values of all the vertex coordinates from two

At this point, when there is a collision, the objective function o

the primal model is equal to zefeither u=0 or ¢=0). However, bjects.

when objects are away from each other, it is not possible to con- B 0 if j={1,2,3

clude the no-collision state from the primal model. To determine m 0= i =45 (16)
no-collision in a resourceful manner, the decision variables of the 7 if j=14.5

dual model are to be investigated. wheret indicates the time. With the given initial values, it can be

3.2 Dual Model. We now define the dual constraint equa-'ShOWn that the dual model is initially feasible.

tions and objective function based on the primal constraint equ&- Solution Methodology
tions and objective function described earlier. There are five dual
decision variableg) linked to five primal constraint equations.
The dual objective function is to maximize the following:

A primal and dual model at each time frame is constructed by
using the rotation matrix and translation vector of each object.

5 VI=R VT, 17
2 b;m; which is the sum of last two dual variables. WI=R,W' 1+ T, (18)
=1
) wheret indicates time,R is the rotation matrix, and is the
Hence, the dual model is as follows: translation vector. This model is then solved to determine collision
max,+ s (12a) at that frame. Sections 4.1-4.3 will discuss the procedure in order
to obtain a solution.
s.t. 4.1 Updating Decision Variables and Early Collision De-
ATmts=c (12b) tection. In the subsequ_e_nt_ solutions_, Weight_s_from previous
frames are needed to initialize the primal decision variables as
s=0 (1) shown:
where 77 represents the decision variables for the dual model, a=a? (29)
w=[m m, w3 7, Ts. p=p"1 (20)
cis a vector ofn+1 elements of all zeros except the last elemenTo update the dual decision variables in each frame, we use the
which is 4, andsis an+1 vector of slack variables. following criteria:
In most situations, there are likely to be no collisions. In es- = AT L 21
sence, the optimal objective value of the primal and the dual mod- s=¢ ” (21)
els will be positive. Under these circumstances, it is desirable to ds=max —1.5mins;,s,, ... S.}.e} (22)
stop iterating early and not until an optimal solution is found. This B
is to be respected if#f,+ 75) >0 is detected during an iteration S=5+ O (23)
of the primal-dual method.In our formulation @r,+ ms) is the -1 _—
minimum possible distance between the tested polyth@ser- v )i if j={1.23 (24)
wise, the algorithm iterates untite=0. In practice, however, a T -8 if j={4,5
small tolerance is to be used instead of zero to avoid numerical . '_ )
errors. whereeg is a small positive number. .
o o ] . o If any slack value is negative (ms, . .. ,S,}<0), one must
3.3 Initialization of Decision Variables. Primal decision add a quantity o to every slack variable and subtract the same
variables are initially as presented in here: quantity from 7, and 75 to obtain consistency at the dual con-
1 straints.
at=0=— (13) If (8,<0), the feasibility with the previouss values is not
! Ny violated, so there is no need to check for collision in this frame.
1 Feasibility guarantees that convex hulls do not overlap or have a
pi=0=— (14) common point; hence there is no collision.
! Ny Figure 2 illustrates the relationship between slack values and
o=0=1 (15) noncollision state in a 2D plane. As well, a virtual plaiseparat-

ing plane defined bysr values at=0 sustains the feasibility for
These equations ensure the feasibility of ER). three consecutive frames. At 3, ##=° no longer guarantees the

A dual feasible solution assists in the determination of initialo-collision state. Therefore, new values should be calculated.
dual variable values at the beginning. For the first solution of thEhis early determination of feasibility increases the efficiency of
collision detection problem, the first three dual variables are setaar algorithm. One must note that this check is not performed in
zero. The remaining of the two dual decision variables are detéhe very first frame, however.
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The first three elements of the dual decision variabldefine a

plane that separates two polytopes. Each vertex in the prin P.oatt ‘,.P
model maps to an equation of a plane in the dual space as follo\
i. the firstn, constraints foj={1, ... n,} take the form of
U}(W1+UJ}I7T2+U}(7T3+ m+5=0 (25) k3
ii. the nextn, constraints foi ={1, ... n,} take the form of Y
Wix’7T1+Wiy’Tl'2+WiZ773+ 7T5+S(nl+i)=0 (26) P at Hl
and whenm,+ ;>0 or 775+, 1,0 holds for any vertex, then Fail to detect collision Inter-frame collision is detected

we conclude that the given vertex is the other side of the separgiy. 3 Extended object assuming geometric coherence of

ing virtual plane and the noncollision cannot be guaranteed wiftames

the current dual decision variables. For more detailed information . . . . .

about the use of the separating plane concept in linear prograﬁ\[‘ce the interior point algorithm is implemented on selected ver-

ming, one can refer to works by Megid@®5,31 and Seide[26]. tiges only, one must ensure _that all un_selected vertice_s are feasible
g y Megidd2s,31 [26] with the obtained dual solution. For this purpose, 8).is tested

4.2 Problem Size Reduction. In our model, the vertices for all the vertices to find the slack valués. If any slack be-
with smaller slack values, indicate that these vertices are closecomes negative, the vertex corresponding to the negative slack
in terms of distance to the other object. This information is exsalue is included into the selected vertex list, or subset. Vertices
ploited in order to identify these vertices and to obtain a sublist fevith larger positive slack values are removed from the subset as to
the problem. This enables one to work with much smaller problemaintain a reasonably small problem size. Finally, the interior
sizes. The symbaf represents the new problem size. If the numpoint algorithm is applied to the new subset. To ensure the robust-
ber of vertices is larger than 20, our algorithm reduces the probess of the algorithm under fast rotational and translational
lem size to 20 vertices. speeds, the check described here is performed:

Check all vertices oP; andP, for j={1,2, . .. £} as follows:

4.3 Implementation of Primal-Dual Interior-Point Algo- I T
rithm.  Until a stopping criterion is satisfied, it is required to 1f (S=C—A 7'<0) ,
repeat the following interior point algorithm in five steps summa- ~ Add the vertex to the subset, and remove the vertex with the
rized here below: largest positive slack value from the existing.list

If any vertex is added to the subset, repeat the algorithm with

1. Initialization of dual and primal variable§, S, and D) new sub-set and previous values.
where X and S are diagonal matrixes with diagonal elemems  However, the previously performed experiments indicate that
ands, respectivelyD is computed as indicated in E(R7): the addition of new vertices to the problem after a feasible solu-

D=S1.X (27) tion is obtained is rarely the case.
Sinc_eX and_ Sare dia_gonal matri>_<es, neither th_e inversesafor 5 Interframe Collision Detection
matrix multiplication is computationally expensive.

2. Find the first derivative of the primal-dual affined scaling Most of the existing collision detection techniques have not
trajectory. This establishes a search direction for generating nagldressed the problem of detecting collisions of very fast moving
trial points in one’s quest for a solution. For the five elements @bjects involving situations where the instance of collisions may
the dual scaling trajectory.,. , we use the outer product version oflot even be visible to the eyes when occurring between two
the Ch0|esky factorization as part of th& 5 matrix inverse com- frames. Redon et Eﬂ24] use interval arithmetic and hierarchies of
putations[32]. Next, an(¢£+1) element column vectorp, of oriented bounding boxes to detect overlapping times between fast
search direction values for the slack variables éfll) element moving rigid objects. Their algorithm first checks collision be-
column vectory, of search direction values for the primal decifween bounding boxes, then between the primitive, polyhedral,

sion variables are obtained as follows. objects. In 1997, Xavief23] reported that the GJK algorithm can
0.=—(ADAT) 1p (28) gctually be used in Qetecting coIIisi_ons betwee_n fast moving ob-
jects. Parallel to Xavier’s research, it was possible for the authors
9= A9 (29) of this report to demonstrate that their collision detection algo-
#y=v—Dgs (30) rithm can also address interframe collision problems efficiently.
3. Compute the primal and dual step factofs,f) Due to this, a simple and novel approach was devised. It is based
4. Create trial points. The new trial points are generated as the assumption that if two objects pass through the same region
follows. in a sufficiently small time frame, then we should consider that
Yrl=qf— f.o, (31) they have collided. Mathematicqlly, t_his translates into _Iinking the
drl=d—fp (32) scene geometry of two successive time frames by takl_ng the con-
1t s vex hull of vertex locations of an object at two successive frames.
m =a—fyp, B3) Thisis accomplished as described in the paragraphs to come.

The robustness of the implementation is ensured by a suitablerhe vertices ofP; and P, are now to be represented by
reduction in potential functiorirefer to Mehrotra[29] for more ~

detaily. The central argument for potential function reduction is vt and Wis[wil wi]

the fact that search directions are selected while maintaining py

rr'ﬁ'the new form the total number of verticesrig+2n,.
mal and dual feasibility. The algorithm is observed to converge 8 2

quickly—usually within one to three iterations when there is no V -W u
collision and two to five iterations when there is a collision. A= (34)
5. Check for the collision bz
If (ue=<e) (¢=10 5 in our casg The rest of the formulation is conceptually the same as before and
Stop! There is &€OLLISION is based on these modifications.
Else If (7r4+ m5>0) In Fig. 3, if P4 (similarly P,) is moving fast, then the vertices
Stop! There iSfNO COLLISION of P, are considered to be a collection of its vertices at two
Else consecutive frame&urrent and previous frameand an extended
Go to step 1 and repeat the algorithm object is considered by taking the convex hull of these two vertex
52 / Vol. 5, MARCH 2005 Transactions of the ASME
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Corvex hull of Pz in two , t  n u D
consecutive fr. d e’ 2D BB | Vertices grouped by the
P // Faces corresponding BB face
5\ = y . 0 . [45] Lmnabcd
1 a4 |BD| | b,c,defg
e R j jpe] | efehisk
o ~ lCAI hs%.]vkilamn
Selected verti A : y
elected vertices ) . . ) .
at conert frame Eg.ecstior?oundmg box-vertex mapping for interframe collision

In a 3D environment, the determination of the closest face of
the bounding box is performed as described here:

P23 at previous frame (¢1)
Fig. 4 Partially extended object assuming geometric coher-
ence of frames. Only vertices {a, b, ¢, and d } are extended.

i. Find the distance proximity of each vertex from the center
of bounding box. In Fig. 6, vertices B and D are the closest to the
moving directionL. Therefore the edgéBD| is chosen as the
reference point in 2D to identify the vertex list to be extended.

ii. Within the 3D environment, a face is determined relative to
the distance proximity of bounding-box edges.

. L i Xii. Once the face is determined, object vertices assigned to the
tendedP, is doubled from the original representationRf. One 506 quring initialization are chosen to extend the object. The

can construct a convex.hull fa?, by_assumlng a linear motion. m?trix Qe W' is next introduced to represent the selected verti-
Note that we are choosing one static and one fast moving objec

only to illustrate our approach better. When both objects are cof=>" l_f Fhe tOtah% vertlc_es are_selected_from the object, then the
sidered as fast moving, the described technique can still be 48Maning 62—n;) vertices will be defined with by the vector
plied to detect collision. In this case, one must define the convéX e W'~

hulls of both objects by the vertices from two consecutive frameﬁbw this new form of theA matrix can be utilized to rewrite the

5.1 Optimization. This section describes the hierarchy of-P model once more to solve the interframe collision problem
optimizations that are added to the interframe collision detectidfpresented as E@Y):

sets. Hence, the total number of vertices necessary to define

system. Although the methodology introduced above can handle vV & u
interframe collisions, doubling the problem size for fast moving A:{ } (35)
objects is not desirable in practical applications due to the in- i 12 z

creased computational complexity. If we assume the rmatio%here(l):[QQ’]
motion is minimal between consecutive frames while the transla--l-he rest of th.e formulation is conceptually the same, and is

tionall Spe?d is high, we C?ln ](celil:nin_ate rt]he _”e_ed of doul;llﬁng tfE)%lsed on these modifications. In the new model, the problem size
problem size by adopting the following heuristic approach: g ot increased. Furthermore, the bounding-box and a list of ver-

1. Check the collision between the extended bounding boxdises are grouped during initialization and are not recomputed in
In this step, when there is a fast moving object in the scene, [@al-time during the collision check. Hence, the efficiency of the
bounding box(an oriented bounding bOX—OBBS extended as C_Olll_SI_On detectl-on algorlt.hm for faSt_ moving ObjeC_tS_ IS |nCrea.sed
described carlier and the first collision test is applied to the egignificantly. This extension for the interframe collision checking
tended bounding boxes. If a collision is detected, we initiate tff@nnot, however, guarantee exact collision when the rotation of
second step. Otherwise, we conclude that there is no collision OBjects is extremely fast between two consecutive frames. We
one’s goal is to find the exact collision time and location, fird€ave this issue to be addressed in a future work.
contact between the bounding boxes can be found by utilizing a .
similar simulation to the one introduced in Redon et 24]. 6 Experiments

2. When a collision is detected between the extended boundingComputational comparison of the results obtained from our ap-
boxes, there is a possibility of an interframe collision. Here wgroach, known as the Industrial Virtual Reality Institute Collision
introduce an additional approach that can create a convex hull fdétection Algorithm(IVRI-CD), with those obtained by running
the fast moving object in two consecutive frames without doy-COLLIDE on a set of test problems is now considered. An OBB
bling the problem size. To achieve this goal we select the verticggjorithm was developed and implemented for fair comparison
with the closest distance proximities to the moving direction vegith |I-COLLIDE. For all the algorithms, the bounding-box option
tor L (see Fig. 4 for a 2D illustration was turned ON. A library of 20 different objects ranging from 4

. . o . Vertices(tetrahedropto 264 verticegsphere was created for this

The selection of verticef, b, ¢, and d in Fig. dis mathemati- oy neriment. Some of the objects were obtained from the set that

cally straightforward. However, when the number of vertices bg;. o reported by I-COLLIDE, which had objects with up to 20
longing to the object increases, the operation becomes computa- '

tionally expensive. This problem can be minimized by creating
vertex groups during the initialization. A total of six groups are ..
chosen for illustration purposes whereby one group is selected for c\ L p
each bounding box face. Figure 5 demonstrates the selection op- N .~
eration in 2D. If the face of the bounding box that is in closest

proximity to the object’s moving direction is determined, the ob- }
ject vertices grouped by the selected face are also in closest prox-

/s

Since IDD'l > |BB‘| vertex D
has the largest distance to the

imity to the direction vectorl_, as seen in Fig. 4. Once the subset 4 »\ P % bounding box center O

of vertices is found, the convex hull for the extended obj&f)( Fig. 6 Selection of bounding-box vertices closer to the direc-

is created with only the selected vertices. tion of object movement
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Multiple Different Object Collision
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Fig. 7 Picture of the ten different randomly chosen objects

Fig. 10 Ten different objects under varying object densities
vertices, while the objects with higher vertex counts were genefetermined by different sizes of the enclosing cubical space
ated by using ProEngineer by randomly choosing line segmegighical space. The motion involves translation and rotation along
and revolving them while ensuring the convexity. Some of thegge of the faces of the cube. The objects are moved towards each
objects are shown in Fig. 7. Certain objects used in the expegiher by 0.02 units per frame while rotating randomly about all
ments(e.g., sphereare similar in spirit to the experimental Setihree axes, based on a uniform distribution between 0 and 10 deg.
used by Mirtich[17], although the vertex counts are different. Forrhe simulation for the each object pair is repeated 20 times. Fig-
our experiments, objects from these sets were randomly choseqrs 8 shows the relative performance of the two algorithms just
these details will be provided later on. The run times reported &gfore collision. An average of the last five frames before colli-
in microseconds. . ) sion is used for timing. Since the bounding-box algorithms are
_ Figures 8—12 summarize our experimental results for compajp|e to detect noncollision while objects are apart from each other,
ing IVRI-CD and I-COLLIDE in various situations. In all the the performance comparison of the two algorithms just before the
experiments, the objects were enclosed in a closed cubical spaegision is a lot more realistic. Since our algorithm uses the sepa-
Varying cubical space size was utilized for one of the experimenyigiing plane for early determination of the noncollision when ob-
so that various densities of objects were generated. The tests Wefgs are apart from each other, the performance of the IVRI-CD is
performed on a Silicor) Graphics 02 workstation With IRIX 6.uch higher comparison to the performance of I-COLLIDE.
using Ct-+ as a compiler tool. Details of these experiments afg/hen objects are subject to slow rotational and translational mo-
summed up in the following paragraphs. tion, the last five frames are roughly the points where bounding

Experiment 1The first experiment involves pairwise compariyoxes of the observed objects are colliding. It is observed that,
sons. Two objects are initially placed at two opposite sides of the

Translation Speed/Time(sec.)

Pairwise Compatison 0.025
25000 - :ZE'LCL:I))E = —+— NVRI-CD
o 0.02 1+
© / J
o /
E 15000 /x — %,/ 0.015 /
. 4
=~ 10000 E o0.01
= 5000 T 0.005 {———a=
~ -
0 0

LI R PO R P R

Total Num. of Vertices

Fig. 8 Pairwise performance comparison just before the colli-
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Fig. 11 Performance comparison when translational speed is

sion increased
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Fig. 9 Performance comparison when number of objects is

increased

54 | Vol. 5, MARCH 2005

Fig. 12 Performance comparison when rotational speed is in-

creased
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